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ATLAS Probe (Wang et al. 2018)
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T80Cam  JPCam  

  

M1 (Ø) = 0.8 m
FoV (Ø)) = 2 deg

The Telescopes

M1 (Ø) = 2.55 m
FoV (Ø) = 3 deg = 476 mm at FP
Etendue = 27.5 m2deg2

Currently equipped 
with the 
“pathfinder” camera
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T80Cam  JPCam  

  

   The J-PAS Survey                            ELG workshop, Teruel 2018
    

LRG @ z=1

Photo-z precision as good 
as 0.003(1+z)

The filter system

Quasar @ z~3.5

Spectro-photometry
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About Pathfinder and mini-JPAS

  

About Pathfinder and mini-JPAS

First ~1deg2 at full-depth just 
released to the collaboration

   The J-PAS Survey                            ELG workshop, Teruel 2018
    

mini J-PAS

Full filter coverage over ~1 deg^2  
with Pathfinder camera
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Cenarro et al. (2018)

J-PLUS DR1: over 1000 deg^2
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Extreme LAEs at z~2.2 with J-PLUS DR1 and 
 GTC spectroscopy

Spinoso, Orsi et al. (in prep.)
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Semi-analytical models of Galaxy formation

SF/Chemical histories

Composite Stellar 
population

Q(H0)

RT, photo-
ionization, etc

Line 
luminosities

Dark matter halo 
merging histories Gas physics



Simple modeling of the ionization parameter:  
very important!

The nebular emission of SF galaxies 803

although in general the values derived are small and within fesc !
0.1 (e.g. Leitherer et al. 1995; Bergvall et al. 2006; Shapley et al.
2006; Siana et al. 2007; Iwata et al. 2009). Thus, for simplicity, in
this paper we assume that all ionizing photons are absorbed by the
neutral medium, contributing to the nebular emission budget. This
translates into the assumption of fesc = 0.

The ionization parameter q can be estimated observationally by
measuring line ratios of the same species, such as [O III]/[O II]. It has
been found that low-metallicity galaxies tend to have larger values
of q than galaxies with high metallicities (e.g. Maier et al. 2006;
Nagao, Maiolino & Marconi 2006; Groves & Allen 2010; Shim
& Chary 2013). The reason for a decrease of q with metallicity
is due to both the opacity of the stellar winds, which absorb a
greater fraction of ionizing photons at high metallicities, and the
scattering of photons at the stellar atmospheres. Both effects reduce
the ionizing flux available and thus the ionization parameter (Dopita
et al. 2006a,b).

In order to mimic the resulting relation between the ionization
parameter and the gas metallicity, we relate both quantities through
the following power law:

q(Z) = q0

(
Zcold

Z0

)−γ

, (5)

where Zcold corresponds to the metallicity of the cold gas of the
disc or bulge component, and q 0 corresponds to the ionization pa-
rameter of a galaxy with cold gas metallicity Z0. In the next sec-
tion, we will explore model predictions with different values of
γ . For illustration, we also study results obtained using fixed val-
ues of q that bracket the MAPPINGS-III grid, q = 107 [cm s−1] and
q = 4 × 108 [cm s−1].

Finally, L(λj), the emission-line luminosity of the line λj is com-
puted as

L(λj ) = 1.37 × 10−12QH0
F (λj , q, Zcold)
F (Hα, q, Zcold)

. (6)

4 R ESULTS

In this section, we present several comparisons between our model
predictions and observational measurements of the abundance of
ELGs. To avoid an artificial incompleteness due to the limited halo
mass resolution of the N-body simulation, the galaxies in SAG we
use in our analysis are limited to having stellar masses Mstellar ≥
109 [h−1 M⊙] and Hα luminosities LHα ≥ 1040[erg s−1 h−2].

4.1 The BPT diagram

Line ratios are a common observed property of ELGs. They are used
to derive the gas metallicity and ionization parameter of both local
and high-redshift galaxies (Nagao et al. 2006; Kewley & Ellison
2008; Guaita et al. 2013; Nakajima & Richardson et al. 2013; Ouchi
2014), to estimate dust attenuation corrections through Balmer line
decrements (Nakamura et al. 2004; Ly et al. 2007; Sobral et al.
2013), to separate SF from AGN activity (Kauffmann et al. 2003;
Kewley et al. 2006) and also to calibrate SFR indicators (Ly et al.
2011; Hayashi et al. 2013).

The so-called BPT diagram (Baldwin, Phillips & Terlevich 1981)
compares the line ratios [O III] λ5007/Hβ with [N II]λ6584/Hα.
This line diagnostic is useful to distinguish between gas excited by
SF (i.e. H II regions) versus that excited by AGN activity. Qualita-
tively, since hydrogen recombination lines are strongly dependent
on the ionizing photon rate production QH0 , Hα and Hβ are used

Figure 1. The BPT diagram predicted by our model (blue circles) compared
with the emission-line local galaxy sample from the SDSS MPA–JHU public
catalogue (grey shaded region). Different colour circles show the median
of the line ratios predicted by our model assuming four different values of
the slope γ in equation (5). The error bars show the 10–90 percentiles. The
dotted grey lines show the line ratios predicted by MAPPINGS-III for the set of
values of q and Z included in the grid.

in the denominators of the line ratios to remove the dependence
from the total ionizing photon budget, and also to minimize the
effects of dust attenuation (because of the proximity of Hα λ6562
to [N II]λ6584, and Hβ λ4851 to [O III] λ5007). Hence, both line
ratios can be analysed in terms of the ionization parameter and the
metallicity of the gas. Fig. 1 compares the line ratios of the BPT di-
agram for SF galaxies taken from the SDSS MPA–JHU1 catalogue
(Kauffmann et al. 2003) with our model predictions.

In order to use our model for the ionization parameter q ,
equation (5), we set q 0 = 2.8 × 107 [cm s−1] and Z0 = 0.012.
This combination allows us to assign ionization parameter values
that bracket the range spanned by our MAPPINGS-III grid for the bulk
of the galaxy population predicted by SAG. Also, we vary the slope
of equation (5) to lie in the range 0.8 ≤ γ ≤ 2.3 and explore the
resulting model predictions. The lower limit of γ chosen (0.8) cor-
responds to the value found in Dopita et al. (2006a).

Overall, our model can reproduce the shape of the BPT diagram
for SF galaxies remarkably well. This is an expected result, since
we are basing our predictions for the line ratios in a photoionization
model known to reproduce the BPT diagram if q is chosen to be
inversely proportional to the metallicity (Dopita et al. 2006b; Kew-
ley et al. 2013a,b). Regardless of the value of γ in equation (5),
our model predicts line ratios that have virtually very little scatter-
ing. Our model links the ionization parameter with the metallicity
monotonically, and thus galaxies are predicted to have line ratios
following a narrow range of values from the full grid of line ratios
from MAPPINGS-III, displayed in Fig. 1 for illustration.

When comparing the model predictions with different choices
for the slope γ , the only noticeable difference between the model is
found in the upper-left corner of the BPT diagram, i.e. for high val-
ues of the ratio [O III] λ5007/Hβ and low values of [N II]λ6583/Hα.
This region is characterized by high ionization parameter and
low metallicities. Hence, a steeper slope of equation (5) in-
creases the number of low-metallicity galaxies with high ionization

1 http://home.strw.leidenuniv.nl/ jarle/SDSS/
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Figure 3. The [O II] λ3727 LFs at z ≈ 0.96 (top panel), z ≈ 1.2 (mid
panel) and z ≈ 1.43 (bottom panel). The solid blue line shows our model
predictions. The solid and dashed brown lines show the results of assum-
ing a constant value for the ionization parameter of q = 107 [cm s−1] and
4 × 108 [cm s−1], respectively. Observational data from Ly et al. (2007) and
Sobral et al. (2013) are shown with grey symbols.

significantly only for Hα luminosities LHα > 1043[erg s−1 h−2] at
any redshift. This means that only the brightest sources have a
significant contribution of line luminosity coming from the bulge.

In order to test our choice of the model for the ionization param-
eter, we study the LF of forbidden lines. Fig. 3 compares the model
predictions for the [O II] λ3727 LF with observational data sets
from Gallego et al. (2002), Ly et al. (2007),Gilbank et al. (2010),
Ciardullo et al. (2013) and Sobral et al. (2013) spanning the redshift
range 0 ! z ! 1.4.

We show the predicted LFs in our model assuming constant values
of q at the lowest and highest possible values within the MAPPINGS-III

grid, q = 107 cm s−1 and 4 × 108 cm s−1. Also, like in Fig. 1, we
explore the result of choosing different values for the slope γ of the
q–Z relation, equation (5).

The predicted [O II] λ3727 LF at z = 0 is found to be in par-
tial agreement with the observational data. Models with values of
γ = 0.8 and 1.3 are consistent with the faint end of the Gilbank
et al. (2010) and Ciardullo et al. (2013) LFs, and these are also
marginally consistent with the bright end of the LF measured in
Gallego et al. (2002). However, overall the model predictions are
not consistent with the full luminosity range covered by the LF of
Gilbank et al. (2010). Differences in the estimated LFs between the
different data sets could be related with the luminosity correction
due to dust attenuation. The [O II] λ3727 LFs of Gilbank et al. (2010)
and Ciardullo et al. (2013) are corrected by dust attenuation using
the Balmer decrement technique, and in Gallego et al. (2002) dust
attenuation is corrected using the measured colour excess E(B − V).

At higher redshifts, the model predicted [O II] λ3727 LFs are
in remarkable agreement with the observational measurements of
Ly et al. (2007) and Sobral et al. (2013) in the redshift range
0.9 ! z ! 1.4. In particular, the models with a constant low ion-
ization parameter of q = 107 [cm s−1], and those with γ = 0.8

Figure 4. The [O III] λ5007 LFs at z ≈ 0.4 (top panel) and z ≈ 0.8 (bottom
panel). The solid blue line shows our model predictions. The solid and
dashed brown lines show the results of assuming a constant value for the
ionization parameter of q = 107 [cm s−1] and × 108 [cm s−1], respectively.
Observational data from Ly et al. (2007) are shown with grey symbols.

and 1.3 are favoured. For steeper slopes, the LF falls under the
observed LFs.

We also study the abundance of [O III] λ5007 emitters at different
redshifts. Fig. 4 shows the predicted [O III] λ5007 LFs compared to
observational data from Ly et al. (2007) at redshifts z = 0.4 and 0.8.
We find an interesting trend in the predicted LFs of [O III] λ5007,
when compared to the observational data. Both predictions using
a constant ionization parameter appear to enclose the observed LF
of [O III] λ5007. The model predictions with low q show an LF
below the one when assuming a high value of q. The observational
data seems to lie in between, somewhat favouring low values of
q at bright [O III] λ5007 luminosities. Our model predictions with
q defined by equation (5) interpolates between these two regimes,
being overall more consistent with the observational data than the
models with a constant q. Unlike the [O II] λ3727 LFs in Fig. 3, the
predicted [O III] λ5007 LF has a nearly negligible dependence on
the values of the slope γ . Fig. 4 shows, however, that it is necessary
to invoke a relation between q and Z to reproduce the observed
[O III] λ5007 LFs.

MNRAS 443, 799–814 (2014)

 by guest on N
ovem

ber 30, 2016
http://m

nras.oxfordjournals.org/
D

ow
nloaded from

 Orsi+14

OII LFs vary with q
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Figure 5. The predicted relation between the SFR and the Hα, [O II] λ3727, [O III] λ5007 and [N II] λ205 µm line luminosities, as shown by the legend. The
coloured regions show the predicted density of galaxies in the plot for z = 0. The blue dashed lines show fits to this relation for redshifts z = 0 to 5 from bright
to darker. Estimates of the SFR based on observational data for different lines are shown in grey: Kennicutt (1998) for Hα, Kewley, Geller & Jansen (2004) for
[O II] λ3727 and Zhao et al. (2013) for [N II] λ205 µm (see the text for details).

Interestingly, the [O III] λ5007 LFs predicted with constant ion-
ization parameters are inverted compared with the [O II] λ3727 LFs.
The ionization parameter is roughly proportional to the line ratio
[O III] λ5007/[O II] λ3727. This makes galaxies with a high ion-
ization parameter to have a brighter [O III] λ5007 luminosity and
fainter [O II] λ3727 luminosity with respect to a galaxy with a low
ionization parameter. This explains why the case with a constant
high ionization parameter predicts a brighter LF for [O III] λ5007
and a fainter one for [O II] λ3727.

From the analysis of the BPT diagram and the emission-line LFs,
we find that the models that best match the observational data sets
are those with γ = 0.8 and 1.3. Hence, hereafter we choose to
show model predictions for the model with γ = 1.3, i.e. a model
that computes the ionization parameter of galaxies by using the
following relation:

q(Z) = 2.8 × 107
(

Zcold

0.012

)−1.3

. (7)

4.3 The SFR traced by emission lines

The Hα luminosity is the most common tracer of SF activity oc-
curring within a few Myr. Its rest-frame wavelength (λHα = 6562
Å) makes it accessible to optical and near-infrared facilities span-

ning the redshift range 0 < z < 2.2. The inferred SFR density
using Hα as a function of redshift has been shown to be consis-
tent with other star formation estimators, such as the UV contin-
uum (Hopkins 2004; Sobral et al. 2013). Moreover, dust extinc-
tion is usually less severe at the Hα wavelength than at shorter
wavelengths. However, a variety of nebular lines are produced
in H II regions and therefore these also correlate with the instan-
taneous SFR in some way. High-redshift surveys that have no
access to the Hα line have to rely on alternative recombination
lines, such as Hβ (if detected) or use crude estimations based on
SED fitting with a handful of photometric bands. This motivates
the exploration of using non-standard forbidden lines as tracers of
SFR.

Fig. 5 shows our model predictions for the correlation between
the Hα, [O II] λ3727, [O III] λ5007 and [N II] λ205 µm lines with
the SFR at different redshifts.

Since the luminosity of a collisional excitation line depends on
the ionization parameter, which in turn depends on the cold gas
metallicity, in our model, the relation between the line luminosities
and the SFR evolves with redshift, reflecting the evolution of the
cold gas metallicity of galaxies with redshift.

We find that it is possible to describe the relation between the
SFR and a line luminosity, at a given redshift, by a second-order
polynomial. Each term of the polynomial is found to evolve linearly

MNRAS 443, 799–814 (2014)
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Figure 6. The ratio of Hα to [O II] λ3727 at redshifts z = 1.47 (top) and
0 (bottom). The median of the model predictions are shown by the blue
circles. The error bars represent the 10–90 percentile of the distribution at
each [O II] λ3727 luminosity bin. Observational data from Hayashi et al.
(2013) is shown at z = 1.47 (green circles), and from the SDSS (Kauffmann
et al. 2003) at z ∼ 0.1 displayed as contours in grey-scale.

ionization parameter of galaxies with redshift. In our model, this
evolution is driven purely by the cold gas metallicity of galaxies,
which is typically lower for high-redshift galaxies. Fig. 7 shows
the ionization parameter of galaxies between redshifts 0 < z < 5
as a function of SFR. The median ionization parameter tends to be
higher towards higher redshifts for a given SFR. This means that
for a given SFR, galaxies have different luminosities depending on
the value of the ionization parameter. This creates the evolution of
the SFR–line luminosity relation shown in Fig. 5. Also, the scatter
in this relation, illustrated at z = 0 in Fig. 7 is responsible for the
scatter in the SFR versus line luminosity relation.

The evolution of the ionization parameter with redshift has been
suggested as a way to explain the apparent evolution of line ratios
in high-redshift galaxies (e.g. Brinchmann, Pettini & Charlot 2008;
Hainline et al. 2009). By analysing different line ratios for galaxy
samples within the redshift range z = 0–3, Nakajima & Ouchi
(2014) shows that at high-redshift SF galaxies seem to have typical
ionization parameter much higher than their low-redshift counter-
parts. A similar conclusion has been reported by Richardson et al.
(2013) studying high-redshift Lyα emitters. Both works conclude
that is necessary to extend photoionization models to include config-
urations with ionization parameters greater than q> 109 [cm s−1].
However, it is important to notice that an evolution of the observed
line ratios can arise by other factors than a sole evolution of the

Figure 7. The ionization parameter as a function of SFR for redshifts
0 < z < 5. The squares show the position of galaxies at z = 0 for this relation,
with bright yellow colours indicating a high concentration of galaxies, and
dark blue colours showing less galaxies. Solid circles show the median
ionization parameter value at different redshifts.

ionization parameter, such as the geometry and the electron density
of the gas (Kewley et al. 2013b).

4.4 The large-scale structure traced by emission lines

Thanks to the increasing development of wide area narrow-band
surveys of line emitters, it has been possible to map the large-scale
structure of the Universe at high redshifts using ELGs as tracers
(Ouchi et al. 2005; Geach et al. 2008; Shioya et al. 2008; Sobral
et al. 2010). However, little is understood in terms of how line
emitters trace the DM structure, and how the clustering of this
galaxy population depends on their physical properties.

In order to quantify how the line luminosity selection of galax-
ies trace the underlying DM structure, we compute the linear bias,
b= (ξ gal/ξ dm)1/2, where ξ gal and ξ dm are the two-point autocorre-
lation functions of galaxies and DM, respectively. Different sam-
ples of ELGs are created by splitting them in bins of luminosity
with $log L = 0.5 and at different redshifts. Then, the autocor-
relation function is computed for each galaxy sample. The DM
auto-correlation function is computed using a diluted sample of
particles from the N-body simulation at different redshifts. The di-
lution is done in order to compute the correlation function of DM
efficiently but also so that the error in the bias is dominated by the
sample of ELGs. The adopted value for the linear bias is taken by
averaging the ratio ξ gal/ξ dm over the scales 5–15 [Mpc h−1], where
both correlation functions have roughly the same shape but different
normalization.

The top panel of Fig. 8 shows the linear bias computed for sam-
ples selected with different limiting luminosities in the redshift
range 0 < z < 5. Overall, the bias parameter increases towards
higher redshifts for all line luminosities, meaning that ELGs are in-
creasingly tracing higher peaks of the matter density field towards
high redshifts. ELGs at z = 0 have a bias parameter b≈ 1; but at
z = 5, the bias grows rapidly towards b= 3–6 depending on the
line luminosity.

For a given emission line, in general a brighter sample of
galaxies is predicted to have a higher bias parameter. The depen-
dence of the bias parameter with the line luminosity also gets

MNRAS 443, 799–814 (2014)
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A diversity of line fluxes and  
ratios consistent with observations 

Orsi+14
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Lyα Radiative TransferModeling LAEs over cosmological volumes

Gurung-Lopez, Orsi et al. (2018a)



The impact of RT on LAE properties

Gurung-Lopez, Orsi et al. 2018

Simple model  
fails here

Abundance 
 matching
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Lyman α emission
LLy↵ = LLy↵,0 ⇥ fgalaxy

esc ⇥ f IGM
esc

IGM Transmission
( Local galaxy environment :

density, velocity, UV background)

Intrinsic Lyman α 
Line Profile

(Galaxy properties: SFR, Z, etc)

Observed Line Profile
( Galaxy Prop. × Environment )

Gurung-Lopez, Orsi et al. (in prep.)
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2-Point Correlation Function

Gurung-Lopez, Orsi et al. (in prep.)

Large-scale-dependent distortion in LAE clustering  
due to the IGM
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2-Point Correlation Function

Gurung-Lopez, Orsi et al. (in prep.)

Line of Sight Velocity Distribution
Thin Shell @ z = 5.7

Large-scale-dependent distortion in LAE clustering  
due to the IGM
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Orsi & Angulo, 2018



Testing the best possible clustering description

Orsi & Angulo, 2018
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Orsi & Angulo, 2018

Satellite velocities can 
impact clustering 

significantly!
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2540 Á. A. Orsi and R. E. Angulo

Figure 10. The difference between different implementations of intra-halo velocities against the redshift-space monopole (left), quadrupole (middle), and
hexadecapole (right), as a function of scale. Red and blue lines show the results for the LRG and ELG galaxy samples, respectively. Dashed, dot–dashed,
and solid lines correspond to Models A, B, and C, respectively. The shaded region in each panel shows where the fractional accuracy is 1, 5, and 10 per cent,
according to the legend.

functions. In practice, we first compute

χ2
ν (s)= 1

3Ns−Np

∑

i,j>s

[
w

samp
i − wmod

j

]
C−1

ij (V )
[
w

samp
j − wmod

i

]T
,

(13)

where Ns corresponds to the number of measurements in each
multipole, Np the number of free parameters of the model, and
wk

i = [ξ0(si), ξ2(si), ξ4(si)] with k referring to either a galaxy sam-
ple or a model. C−1

ij (V ) is the inverse of the covariance matrix
computed according to equation (2) rescaled to a volume V. Then,
we find the value of smin as χ2

ν (s) < 1 for all s > smin. Therefore,
smin represents the smallest scale that can be considered before a
hypothetical fit starts delivering biased constraints. We note that the
parameters of the models are not varied when computing χ2. In-
stead, we fix their values to those that best fit the measured intra-halo
velocity distributions.

Fig. 11 shows smin computed for different models as a function
of the comoving volumes. Small differences between the model
and the measured clustering become more important as the volume
of the survey increases since the elements of the covariance matrix
decrease, resulting in an increase of the value of χ2

ν at a fixed
minimum scale smin.

For all models, the minimum scale providing a good fit is smaller
for the ELGs than for the LRG sample. Since the ELG sample
contains a smaller fraction of satellites, any inaccuracy on the de-
scription of intra-halo velocities has a greater impact on the LRG
sample. Consequently, the models for the ELG sample display over-
all a higher accuracy, as shown also in Fig. 10.

For any given volume, Model C reaches smaller scales with good
fits compared to all the other models. This is particularly true for
the model of the ELG sample. For a survey with V = 10 (Gpc/h)3,
comparable to DESI at z = 1 ± 0.1 (Weinberg et al. 2013), these

Figure 11. The optimal scale to perform a likelihood analysis for which
χ2

ν = 1 for different models as a function of the volume probed. The dotted
green line corresponds to a constant σ v value that best fits the redshift-space
clustering. The dashed orange, dot–dashed purple, and solid brown lines
correspond to Models A, B, and C, respectively. The top and bottom panels
correspond to the LRG and ELG samples, respectively.

MNRAS 475, 2530–2544 (2018)Downloaded from https://academic.oup.com/mnras/article-abstract/475/2/2530/4791587
by guest
on 22 February 2018

Orsi & Angulo, 2018

Optimal minimum scale 
depends on survey volume



• Large datasets of ELGs pose a new challenge 

• Complicated selection function of MOS datasets 

• J-PAS/J-PLUS offer a complementary view of ELGs 

• Galaxy formation effects: Key ingredient for interpreting surveys 
and cosmological analysis 

• LAE clustering is strongly affected by the IGM 

• Small fraction of satellites impact redshift-space clustering 

• Keys to model: intra-halo spatial distribution and velocities

Conclusions


